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ABSTRACT

Many people today watch news videos to get informed. However, news videos can frame informa-
tion differently and be prone to bias, which might lead to miscommunication. Bias is ubiquitous and
inherent in interactions between news consumer groups, but framing can introduce additional bias
in news communications. For example, citizens who interpret the news have different political ori-
entations and, thus, understand them differently. Experts can be more capable of detecting biased or
differently framed information. However, the ever-increasing amount of news videos also makes it
difficult for experts alone to analyze. While automated methods exist for identifying different types
of bias, frame detection approaches, namely episodic and thematic framing, are scarce and focused
on texts. In this work, we address the issue of scalable thematic and episodic frame detection in
news videos through crowdsourcing and machine learning techniques. We design a crowdsourcing
task for annotating thematic and episodic framing in videos with the help of domain experts in polit-
ical and social sciences. We then use the annotations from experts and crowds to investigate whether
machine learning methods can scale up the annotation process by automatically labeling videos on
episodic and thematic framing. Our results indicate that framing analysis is challenging for both hu-
mans and machines, with high disagreement amongst experts and crowd annotators. Nevertheless,
our results suggest that machine learning has potential by combining crowd and expert annotations
and building upon them a classifier.

1. INTRODUCTION

In today’s “high-choice” (Van Aelst et al., 2017) information environment, news is increasingly
distributed and consumed online. This ease of production and dissemination of digital news exposes
the audience to viewpoints coming from a wide range of actors, which includes traditional media
(e.g., news channels such as Al Jazeera or CNN), as well as citizen journalists (e.g., bloggers or
influencers), where citizen journalism refers to news items produced by non-professionals (Wall,
2015). This change has significant implications for framing societal matters, such as making some
of their aspects more salient or promoting a particular interpretation of the subject (Entman, 1993).
It is, hence, important to understand how a specific news subject is presented, especially considering
that certain ways of presentation or framing are more suitable for manipulating public opinion.

Framing shapes and is shaped by the different perceptions individuals and societies have. Frames
can transmit biases that potentially result from established cultural and societal practices, including
tactical opinion manipulations (Entman, 2007; Morstatter et al., 2018). Such biases are common for
polarizing subjects, which are presented and interpreted differently within different communities.
For instance, international crises stir prominent emotional reactions from audiences and are framed
differently by various groups involved in them (Makhortykh and Sydorova, 2017; Pantti, 2016;
Fengler et al., 2020). The typology of thematic and episodic framing (Iyengar, 1996) distinguishes
between frames that depict an issue by putting it into a broad context (thematic) or specific instances
or cases (episodic).
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Political communication research considers episodic framing, which involves personal stories and
experiences, to have a broader impact by provoking a stronger affective reaction. Thematic framing
might evoke less emotional responses (Aarge, 2011). Detecting the frame types used in a news story
is essential for revealing its intended impact and affective strength. Thematic and episodic frames
are crucial for communicating news, and the differences between them can also lead to a biased
representation of the framed subject. News consumers can perceive episodic framing of a subject
as a very particular case, and they might not understand its depth or spread. Conversely, thematic
framing depicts content in a general or abstract manner, and news consumers might not be able to
transpose themselves into the issue and see the connections. Thus, frame detection is integral for
measuring how balanced the media representation of a particular subject is and countering possible
manipulations.

Unlike news credibility (Bhuiyan et al., 2020) and fake news detection (Stefanone et al., 2019;
Flintham et al., 2018), which have been studied extensively, less research has been done on framing
bias in online news (for an exception, see (Morstatter et al., 2018)). Hitherto, news media fram-
ing, and, more specifically, thematic and episodic framing, have been less studied so far. Frame
identification is a knowledge-intensive task, typically performed by experts in political and social
sciences (Aarge, 2011; Boring et al., 2014; Cremisini et al., 2019). Given the ever-increasing vol-
ume of news, expert frame identification suffers from scalability issues (Wijekoon et al., 2019).
Crowdsourcing proved to be an effective tool to annotate news articles’ credibility (Shariff et al.,
2014), trustworthiness (Castillo et al., 2013) or bias (Iyyer et al., 2014; Lim et al., 2020). How-
ever, to the best of our knowledge, crowdsourcing approaches for framing analysis have not yet
been studied. Furthermore, framing analysis studies are typically performed on texts (Aarge, 2011;
Boriing et al., 2014), while news videos are less researched (Dimitrova et al., 2017). Computational
methods to automatically detect frames are also more widely used for texts (Park et al., 2011).
Nevertheless, considering the complexity of classifying frames (Entman, 1993), it is crucial to keep
humans “in-the-loop” and study how to combine crowdsourcing and automated approaches to detect
frames.

In this paper, we address the problem of scalable thematic and episodic frame detection in news
videos through crowdsourcing and machine learning. Our case study is an international conflict,
the Crimea Crisis, which was selected due to the political relevance of the annexation of Crimea
by Russia, the most dramatic violation of international borders since the end of the Second World
War. How this conflict is understood and presented by the media is crucial for international politics.
Considering that the choice of frames can facilitate or impede the mobilization of unpopular political
decisions (e.g., economic sanctions or military interventions) during such crises, it is necessary
to understand how news media uses thematic and episodic frames to represent them. Thus, we
emphasize that the importance of being able to detect episodic and thematic frames relates to these
types of frames having different impacts on the audience’s opinions about the issue which is being
framed (Gross, 2008; Aarge, 2011). It is of particular relevance to detect episodic and thematic
framing when reporting on polarising subjects such as armed conflicts or civil rights (Khaldarova
and Pantti, 2016).

We seek to answer the following research question: “To what extent can crowdsourcing and machine
learning effectively be employed to identify thematic and episodic framing in video news?”, by
employing a cone-shaped experimental methodology. We first employ experts in social and political
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sciences, with vast experience in conducting research in the area of framing analysis, to annotate
a small number of videos and to help us define a suitable annotation template. Then, we use this
annotation template to annotate more videos using crowdsourcing. Finally, we use these results
to train various classifiers and investigate whether we can use machine learning methods to scale
up the annotation process. Through continuous collaboration among domain experts, citizens, and
machine learning techniques, we provide the initial necessary means to analyze biases and framing
in news at scale, which can further facilitate the development of tools, frameworks, and metrics
to reliably quantify and evaluate bias, diversity, or fairness in news media. This paper makes the
following contributions:

— an annotation study to identify episodic and thematic framing in news videos about the Crimea
Crisis; designed with social and political scientists specializing in Eastern Europe;

— a quantitative analysis and discussion of expert and crowd annotations to understand the com-
plexities of identifying frames in news;

— a comparison study to investigate the ability of various classification models to detect framing
type in news videos, using expert and crowd labels;

— a dataset of 120 videos about the Crimea Crisis from various news channels annotated by three
experts (a subset of 58 videos) and crowd annotators (N = 338) with frames, sentiment, and trust-
worthiness values; for political science scholars, an important open question is whether particular
frames make news more trustworthy for recipients or evokes specific sentiments (Park, 2012).

2. RELATED WORK

We first review existing work on framing analysis, particularly on episodic and thematic framing.
Then, we present an overview of human-centered approaches for framing analysis, followed by
automatic techniques. We conclude with our contribution to framing analysis.

2.1. Framing analysis

Introduced by Goffman (1974), the concept of framing attracted critical acclaim in social sciences,
being referenced as “the most utilized mass communication theory of the present era” (Bryant and
Miron, 2004). Framing denotes how the presentation of a specific subject, e.g., anti-abortion legis-
lation, influences the audience’s judgments and choices. Framing is realized via individual frames,
i.e., distinct patterns of representation and interpretation that highlight some aspects of an issue and
omit or play down others (Entman, 1993), distributed through mass media. While historically fo-
cused on texts, such as newspaper pieces or politicians’ speeches, framing is increasingly adopted to
analyze visual content, mainly regarding armed conflicts and disasters where images serve as pow-
erful means of communicating complex phenomena (Bleiker, 2018) and mobilizing the audience
(Makhortykh and Gonzélez Aguilar, 2020).

Multiple typologies of frames were proposed to facilitate framing research: generic/issue-specific
(De Vreese, 2005), human impact/powerlessness/economics/moral values/conflict (Neuman et al.,
1992), thematic/episodic (Iyengar, 1994). We focus on the latter typology that distinguishes be-
tween frames depicting issues via specific instances or cases, i.e., episodic frames, and frames
depicting issues by putting them into a broader context, i.e., thematic frames. Iyengar (1996) illus-
trates them using news reporting on poverty: the story about an individual ending up on the street
as episodic framing and the report on recent trends in poverty rates as thematic framing. Episodic
frames tend to stir stronger emotional reactions by referring to individual cases and stories that res-
onate with the audience (Gross, 2008; Aarge, 2011). Both types of frames are important for public
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mobilization, but thematic frames are more effective when no emotional reaction is elicited (Aarge,
2011) or when the greater treatment responsibility is attributed to the authorities (Hart, 2011).

Several studies examined episodic and thematic framing in healthcare (Kang et al., 2017), natural
disasters (Muralidharan et al., 2011), or political issues (Semetko and Valkenburg, 2000; Dimitrova,
2006). While many approaches focused on printed and digital press (Muralidharan et al., 2011;
Papacharissi and de Fatima Oliveira, 2008; Dimitrova, 2006), online videos and TV news (Kang
et al., 2017; Semetko and Valkenburg, 2000; Dimitrova et al., 2017) were less researched. Episodic
and thematic frames differ in terms of coverage when looking across media outlets (Papacharissi and
de Fatima Oliveira, 2008) and when comparing online videos with TV news and newspapers (Kang
et al., 2017). Concerning terrorism issues, U.S. newspapers cover more episodic frames and U.K.
newspapers more thematic frames (Papacharissi and de Fatima Oliveira, 2008). Similarly, online
videos on Attention Deficit Hyperactivity Disorder (ADHD) contain more thematic frames than
episodic frames, in contrast to TV news and newspapers (Kang et al., 2017).

2.2. Human annotation for framing analysis

Crowdsourcing is frequently used for evaluating content veracity, such as identifying deceptive
opinions (Ott et al., 2011), controversial issues (Mejova et al., 2014), or fake information (Sethi,
2017). Other studies deploy crowd workers to investigate the degree of credibility of news con-
tent (Shariff et al., 2014), of newsworthiness (Castillo et al., 2013) or the degree of bias (Iyyer et al.,
2014; Lim et al., 2020).

Compared to veracity evaluation, framing analysis through crowdsourcing received less attention.
Most studies using human annotations to detect frame types come from political science (Boring
et al., 2014; Aarge, 2011) and typically rely on one (Cremisini et al., 2019) or multiple annota-
tors (Kang et al., 2017; Boréng et al., 2014; Burscher et al., 2014) with social or political sciences
backgrounds. In (Cremisini et al., 2019), a single expert annotated 227 news sources about the
annexation of Crimea from 43 countries, using a pro-Russia, pro-Western, and neutral frame typol-
ogy. In (Burscher et al., 2014), two trained coders annotated 156 political news articles with four
frame types (conflict, morality, economic consequences, and human interest) and achieved rather
low Krippendorff’s o, between 0.21 (morality) and 0.58 (economic consequences).

Text-based framing analysis received considerable attention in contrast to TV news or videos. Dim-
itrova et al. (2017) performed manual annotation of approximately 600 TV news broadcasted in
Belarus, Moldavia, and Ukraine to understand how the Russian and EU influences are framed in
terms of subjects, tone, topic, and theme. Kang et al. (2017) analyzed 685 videos on YouTube about
ADHD to study episodic and thematic framing (Cohen’s k of 0.83 on 70 videos).

2.3. Automated framing detection methods

Computational methods for episodic and thematic framing detection are scarce, mainly focused on
text and supervised approaches. Guo et al. (2021) proposed a computational method using BERT
(Devlin et al., 2018) to detect episodic and thematic framing in news headlines (0.95 precision, 0.89
recall). More often, however, research focused on identifying generic news frames. Burscher et al.
(2014) proposed two supervised machine learning approaches to automatically code four generic
news frames (conflict, economic consequences, morality, and human-interest) with accuracy vary-
ing for each frame, from 0.74 (human interest) to 0.89 (morality). To discriminate between ten
generic new frames in online news items about the Iraq war, Morstatter et al. (2018) found that a
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simple linear regression classifier yielded the best results, irrespective of language, whereas a deep
LSTM (Graves and Schmidhuber, 2005) performed poorly. Likewise, a linear regression model
which uses NLP-generated features as input gave the best results in (Opperhuizen and Schouten,
2020), where authors use expert-annotated frames in Dutch news articles about gas drilling were
used to train a classifier (average F1-score varies between 0.718 to 0.889 among 14 frames of in-
terest). Differently, Saez-Trumper et al. (2013) employed an unsupervised method to investigate
whether clustering methods can help analyze different types of bias (selection, coverage, and state-
ment bias) in social media news posts from different countries. The authors identified geopolitical
influences by deriving basic statistics and projecting these into two dimensions using PCA.

Cremisini et al. (2019) developed a model for identifying the main frame (i.e., pro-Russia, pro-
Western, neutral) in news articles covering multiple sources in different countries about the annexa-
tion of Crimea. They found, however, that the model learns the regional journalistic style rather than
the actual frame. Similarly, Baumer et al. (2015) focused on understanding the type of language per-
ceived as framing-related in texts. Their proposed classifiers achieved comparable results to those
of human annotators. Field et al. (2018) used lexical classifiers to predict, across languages, the
main article frame using the framing dimensions of the Media Frames Corpus (Card et al., 2015),
e.g., political, economical, among others. The NewsCube2.0 platform (Park et al., 2011) automat-
ically identifies possible biases in socially contentious issues and uses frames to present different
media viewpoints. NewsCube2.0, however, faces scaling challenges, needing mass participation to
identify frames and automate the process.

2.4. Summary of contributions

We focus on identifying and detecting episodic and thematic frames in online videos about the
Crimea Crisis, a recent political, international issue. The Crimea Crisis is a suitable case study for
framing analysis because reporting on it is led by two completely different and rather incompatible
understandings of what happened during the annexation, represented by two contrasting discursive
frames. Russia sees it as a peaceful reunification of a region that used to be Russian and where
citizens voted to rejoin the Russian federation. Episodic frames and personal stories were used to
create such understandings. The EU and Ukraine regard the actions of Russia as an annexation and
the Crimean referendum on joining Russia as illegal. Thematic frames focusing on international law
and historic agreements on post World War II borders convey this better. Differently from existing
approaches, we perform framing annotation both through experts, well-established practice, and
crowds, which have not been employed so far. We also explore whether machine learning can be
used to automatically detect episodic and thematic framing based on these annotations and scale up
the annotations, which, to the best of our knowledge, has not been attempted yet on news videos. We
analyze audio transcriptions and metadata (title, description, tags) of the videos. Arguably, audio
transcriptions pose different linguistic and syntactic challenges than news headlines due to different
narration styles in news videos, e.g., reporters use first-person statements, and there can be multiple
“narrators”, i.e., a reporter and several interviewees (Bock, 2016).

3. CRIMEA CRISIS CASE STUDY

We first introduce and motivate our case study, the Crimea Crisis, and then describe the video dataset
used in our studies.
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3.1. Use Case: The Crimea Crisis

The Crimea crisis in February 2014 followed months of civil unrest in Ukraine. Mass protests, that
became known as the EuroMaidan, began on November 21, 2013. Activists and citizens in Kyiv and
other cities across the country protested the sudden refusal of the pro-Russian President Yanukovych
to sign the Association Agreement with the European Union (Onuch, 2015). Ukraine had negotiated
the Agreement with the EU for seven years when, under pressure from Russia, Yanukovych refused
to sign it in November 2013.

After several phases of protests and increasing violence from the state security forces resulting in
more than a hundred deaths, President Yanukovych was ousted and fled to Russia on February 21,
2014. Immediately after this, the newly installed pro-European interim government in Ukraine faced
demonstrations from Yanukovych’s pro-Russian supporters across the eastern and southern regions
of Ukraine — Donbas and Crimea. Using a rhetoric of protecting the rights of Russian co-ethnics
aboard (Nitsova et al., 2018), the Russian military assisted Yanukovych’s supporters. Russia got
increasingly involved in the separatist rebellion in Donbas in the months to follow (Nitsova, 2021).
Meanwhile, the Russian military stationed on the Crimean peninsula helped pro-Russian groups
to capture the Crimean parliament on February 27, 2014. The pro-Russian groups installed a new
government in Crimea and took control of Ukraine’s military and security installations. Following
a blockade of Ukrainian army units in their bases and a wave of attacks against pro-Ukrainian
activists (Korostelina, 2015; Kofman et al., 2017), Russian authorities helped the local legislative
organ in Crimea to organize a referendum on Crimea’s independence from Ukraine on March 16,
2014. Disregarding international criticism concerning the legality and validity of the referendum,
Russian sources reported an overwhelming vote in favor of the independence of the peninsula from
Ukraine. Immediately after, the Russian authorities recognized Crimea’s secession and almost at
the same time admitted the Republic of Crimea into the Russian Federation, de facto annexing the
region (Grant, 2015).

The choice of the Crimea Crisis as the use case is motivated by several reasons. First, it is a
starting point of a major international crisis in Europe, and thus, a subject of intensive media fram-
ing. Similar to the framing of the Ukraine crisis, characterized by a deep divide between the way
it is reported by Western/Ukrainian media and Russian media (Boyd-Barrett, 2017; Makhortykh
and Bastian, 2020), the Crimea Crisis was interpreted differently by the sides involved in the cri-
sis. News media in Russia presented it as a benign act of protecting the Crimean people from the
so-called “Nazi” (Makhortykh, 2018) government in Kyiv, whereas Ukrainian and Western media
interpreted it as an illegal action, breaking international law and violating human rights (Aydin and
Sahin, 2019; Biersack and O’lear, 2014).

Second, because of the confrontational nature of the crisis, its framing in the West and Russia plays
an influential role in mobilizing the public to support potentially unpopular decisions (e.g., the use of
armed forces in Russia and economic sanctions in the West). Considering the importance of episodic
and thematic frames for shaping public opinion, the understanding of framing strategies used by
international news outlets is of paramount importance. Whether geopolitics (thematic framing) or
individual life stories (episodic) present the conflict, these strategies affect the public perception of
the events in Crimea and raise support or resistance to political decisions concerning the crisis.
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Dataset  #Videos Duration (sec.) 4Channels #\(/:iﬁzr(;sl e[ier Upload Date
Avg. Min. Max. Start End
Al Jazeera English 63
RT 28
CNN 23 i
Crowd 120 154 133 180 6 BBC Nows ; Fe;(;‘l'zry ?&rz
DW English 1
FRANCE 24 English 1
Al Jazeera English 18
RT 15 .
Expert 58 166 153 180 5 CNN 10 Fe;(;‘lliry ?é’ﬂ
BBC News 4

FRANCE 24 English 1

Table 1. Dataset overview.

3.2. Dataset

In our framing analysis experiments, we used videos in English related to the Crimea Crisis topic.
The videos were selected from the YouTube-8M Dataset' using the keyword “Crimea”. Table 1
provides an overview of the dataset. We randomly selected 120 videos (row Crowd) published on
well-known, popular YouTube news channels (Al Jazeera English, BBC News, CNN, DW English,
FRANCE 24 English, and RT), categorized as “News & Politics”, based on YouTube’s categoriza-
tion scheme, in the first months of the crisis. We chose videos with lengths between 2 and 3 minutes
to (1) keep the annotation task within reasonable length and cost, (2) avoid annotator fatigue (Dai
etal., 2015), and (3) comply with recent research (Wu et al., 2018; Lopatecki et al., 2019) acknowl-
edging the decline in people’s attention span when watching online videos.

A subset of 58 videos randomly selected from the 120 videos, the Expert row in Table 1, was
annotated by three experts, with a background in social (one expert) and political (two experts)
sciences. We use this dataset to understand the difficulty of performing framing annotation in videos
and to evaluate the crowd performance on this task.

4. METHODOLOGICAL APPROACH

The proposed methodological approach, depicted in Figure 1 and detailed below, consists of three
sequential parts: framing analysis performed by experts, framing analysis performed by crowd
annotators, and machine learning for framing classification.

Expert annotations: were acquired from one social science and two political science scholars
to avoid ties. All three experts have vast experience in conducting research in the area of framing
analysis and have a good understanding of our use case, the Crimea Crisis. They annotated episodic
and thematic frames in online news videos about the Crimea Crisis. The annotation process was

Thttps://research.google.com/youtube8m/
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Figure 1. High-level overview of our methodology. Expert annotations are used as gold
standard for crowd annotations, both of which are used as input for machine learning (as target
labels) together with video transcriptions (as input samples) and metadata. We validate the
predicted annotations by the machine learning model against the expert annotations.

the foundation for deriving the dependent variables and the questions in the annotation task. We
conducted several discussion rounds with the experts to improve the annotation task.

Crowd annotations: were obtained from crowd annotators who do not necessarily have a political
or social science background. Participants were given instructions together with example videos and
external sources with information about framing. Then, they answered the questions that we derived
together with our experts.”

Machine learning: is used to investigate whether classification can scale up the annotation pro-
cess where manual annotations are expensive or difficult to obtain. We used video transcriptions
and metadata as input and expert and crowd annotations as targets. We test and evaluate several
different models and configurations against a majority class classifier.

4.1. Expert and crowd annotation studies

We conducted two studies for identifying episodic and thematic framing in videos: the first study
with experts (i.e., expert study) and the second study with crowd workers (i.e., crowd study). We
present the studies together and highlight differences between them.

4.1.1. Materials

In the crowd study, we used the 120 videos described in Section 3.2 (see row Crowd in Table 1).
In the expert study, we used a subset of 58 videos from this dataset (see row Expert in Table 1),
randomly selected. All videos have similar characteristics. We use the Expert dataset to understand
the difficulty of performing video framing annotation and to evaluate the performance of the crowd.

4.1.2. Procedure and Participants
Table 2 shows the questions in the annotation study and their answer space.

2We obtained the approval of the ethics committee of one of the institutions involved.
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In the expert study, three project collaborators with a background in social (one expert) and political
sciences (two experts) provided annotations independently and voluntarily. They first watched a
video, and then they answered the Framing questions reported in Table 2. We defined the questions
through several discussions with them, so no instructions were needed.

In the crowd study, the crowd annotators first read definitions and guidelines on how to differentiate
between episodic and thematic framing. We provided an example video for each framing type and
external resources for further reference. Then, they were asked to watch a video and answer the
Framing questions in Table 2 about the video, one Demographics question, two Control questions,
and two Experience questions. The crowd annotators could leave comments regarding their anno-
tation experience for each annotated video. We required a minimum of nine annotations per video,
after filtering out the low-quality annotations.

To maximize diversity among crowd annotators, we recruited crowd annotators on both FigureEight?
and Amazon Mechanical Turk®. We first ran the study on FigureEight, filtered out the low-quality
annotations, and then ran the study on MTurk. On FigureEight, we used the following quality con-
trol mechanisms to maintain high annotations’ quality: (1) level three annotators®; (2) minimum
work time of 6 minutes, i.e., the minimum time needed to watch a gold video and a normal video;
(3) dynamic judgments set to 0.7 (i.e., we stop collecting judgments for a video when the confidence
is above 0.7 or after collecting the desired number of judgments); (4) gold questions to filter un-
trusted annotators at run-time (i.e., gold questions were videos already annotated by experts) and (5)
control questions to post-filter untrusted annotations (see Control questions in Table 2). On MTurk,
we did not use gold questions, but we selected annotators with (/) HIT approval rate greater than
98%, (2) number of HITs approved greater than 500, and (3) located in English-speaking countries.

4.1.3. Independent Variables

We have two main independent variables in our studies, referring to annotators, namely expert and
crowd annotators. We also consider the video channel as independent variable. In our channel anal-
ysis in Section 5.2, we study the three channels with the most videos, namely Al Jazeera English,
RT, and CNN. Nevertheless, we still collect both expert and crowd annotations on the videos posted
on the other channels.

4.1.4. Dependent Variables

In the expert study, we measure the inter-rater agreement (IRR) among experts to understand the un-
derlying difficulty of such a complex annotation task. For all videos, we measure the agreement on
the following variables: dominant frame, framing score, frame selection modality, sentiment label,
sentiment magnitude, and trustworthiness, where trustworthiness refers to how reliable the content
of the news video is perceived by study participants. Perceived video sentiment and trustworthiness
provide insights regarding media coverage (Park, 2012). More precisely, in some political science
debates and political communications, scholars investigate whether the use of episodic or thematic
frames makes news more trustworthy for recipients or evokes specific sentiments.

We measure the agreement between the experts and the crowd on the dominant framing and framing
score to understand whether crowd annotators can perform video framing analysis. Differently than

3Currently known as Appen (https://appen.com)
“https://www.mturk.com
SBest performing annotators c.f. FigureEight
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Variable Answer Space Type Expert Crowd

1 Annotator gender male/female Demographics v

2 Video title Free input Control v

3 Video type fashion/world news/sports/music Control v

4 Framing scale 7-point scale (1: Clearly Thematic, 4: Balanced, 7: Clearly Framing v v
Episodic)

5 Dominant frame Thematic/Episodic(/Balanced)® Framing v v

6  Frame selection modality ~images/words/images and words Framing v v

7  Sentiment present Yes/No Framing v

8  Sentiment label Positive/Negative/None (Neutral) Framing v

9  Sentiment magnitude 5-point scale (1: Very Negative, 3: Neutral, 5: Very Positive) Framing v v

10  Video trustworthiness 7-point scale (1: Very Untrustworthy, 4: Neither, 7: Very Framing v v
Trustworthy)

11 Use of extra materials Yes, they were necessary / Yes, I was curious and wanted to ~ Experience v
know more / No, the instructions were very clear

12 Annotation experience Free input: paragraph Experience v

Table 2. Overview of questions included in the expert study and the crowd study for annotating
episodic and thematic framing in videos. The table contains the dependent variable, the answer
space, the variable type, and shows whether we measured the variable in the expert study and
the crowd study.

in the expert study, in the crowd study, the participants can annotate a news video as episodic,
thematic, or balanced. We added the option balanced in the crowd study to capture cases where
annotators perceived the news video as both episodic and thematic. In crowdsourcing studies, it
is common to offer annotators an option they can choose when they are either uncertain or they
feel like all options or none apply. In addition to this question, in our survey, we have a question
where we require a more granular answer in terms of perceived episodic or thematic framing, on a
7-point Likert scale. In the crowd study, we also measure the fask experience and the clarity of the
instructions.

In both studies, based on the video trustworthiness value, for each video channel, we measure the
aggregated trustworthiness of all the videos from that channel (i.e., the overall trustworthiness of
the video channel). Per video channel, we also measure the frequency of thematic and episodic
framing. Additionally, we measure the sentiment per video channel and per framing type. Finally,
we measure the correlation between the type of framing and the framing selection modality to
understand whether speech (i.e., what is said in the video) or visual aspects (i.e., what is shown in
the video) are more important to identify a framing type.

4.2. Machine Learning Annotations

The goal of our machine learning experiments is to investigate whether supervised classification
can scale up the annotation process when human annotations are expensive or difficult to obtain, by
predicting if news videos contain primarily episodic or thematic framing (Figure 2). The input to
these classifiers are audio transcriptions and textual metadata such as titles, descriptions, and tags.
We abstain from using the raw video themselves as input since our dataset is insufficiently large to

The option balanced was only used in the crowd study.



12 P. Mavridis et al. / Human Computation (2024) 11:1

"The quick brown fox jumps..."

preprocess — > _-w episodic
input A thematic
Doc2Vec sample
["quick", "brown", "fox", "jump", ...] —
vectorize classifier labels

Figure 2. Simplified depiction of the machine-learning framework. Preprocessed transcriptions
and metadata are vectorized using Doc2Vec and used as input samples to train a classifier.
Expert and crowd annotations are used as labels.

support the additional model complexity that this would entail (See Section 6). We use the experts
and crowd annotations on dominant framing type (i.e., episodic or thematic) as labels.

4.2.1. Model Selection

We test five classification models: ridge regression (Suykens and Vandewalle, 1999), Gaussian
naive Bayes (John and Langley, 2013), random forest (Ho, 1995), support vector machines (SVM)
(Drucker et al., 1997), and neural networks (Rosenblatt, 1962). Ridge regression, SVM, and neural
networks often show good performance on various text classification problems (Zhang and Oles,
2001; Wang et al., 2006), whereas naive Bayes and random forest are known to perform well on
smaller datasets (PranckeviCius and Marcinkevicius, 2017). For SVM, we use a polynomial kernel
as this showed the best performance in preliminary tests. For random forest and neural networks,
we employ a grid search to determine the optimal number of estimators and network topology.

We use each model in a stacked architecture composed of a language model followed by the clas-
sifier. We use the language model to learn sensible fixed-length vector representations of the tran-
scriptions and metadata and the classifier to fine-tune these representations. Deep language models
such as LSTMs (Graves and Schmidhuber, 2005) and transformers (Vaswani et al., 2017) were also
considered, but preliminary tests showed poor results (see Section 6).

Doc2Vec (Le and Mikolov, 2014) is chosen as language model in our architecture. Doc2Vec learns
document-level representations that capture the semantics of documents (i.e., transcriptions and
metadata) as a whole. This is well-suited for framing type classification, as framing typically
emerges from the entirety of a document rather than individual sentences or words.

4.2.2. Data Preparation

All transcriptions and textual metadata attributes are preprocessed before vectorization using NLP
techniques, including stemming, lemmatization, conversion to lowercase, removal of special, single-
letter characters, stop words, and unnecessary white space. We first use the preprocessed data
to train the Doc2Vec model. We choose to train this model from scratch because we have over
10k unlabeled samples, which help us embody the semantics of the domain more accurately. The
unlabeled samples are only used at this stage and are discarded after training the model. Once
completed, we use it to generate vectors for the 120 labelled samples in our dataset, which serve as
input for the different classifiers.
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As target labels we use the dominant frame types: episodic and thematic. Target labels are derived
from both expert and crowd annotations. We test three label configurations to investigate their
individual and combined strength: (/) the model is trained purely on expert labels, (2) the model
is trained purely on crowd labels, and (3) we combine the expert and crowd labels into a single
set (resolving any disagreement by favouring the expert label) which is then used for training the
model. In all three configurations, the expert labels serve as gold standard.

4.2.3. Experiment Design

We use stratified K-fold cross-validation (Dietterich, 1998) and split our dataset in a training and test
set for each fold using an 80/20 split to overcome the modest size of our dataset. Since this affects
our ability to generalize our results to unseen data, we use regularization methods to minimize
overfitting.

We compare the results amongst all models and label configurations and against a majority-class
classifier as baseline. For significance testing, we rely on McNemar’s asymptotic marginal homo-
geneity test (McNemar, 1947), which determines whether two binary-classification models have the
same distribution of predictions.

5. RESULTS

In this section, we first analyze the inter-rater agreement among experts and then evaluate the
crowd performance. We systematically compare experts and crowds to understand how thematic
and episodic framing are depicted and perceived in online news videos and how challenging the
annotation process is. Finally, we report on the framing classification performance.

5.1. Inter-rater reliability among experts

In Table 3, we report the percentage agreement and the IRR score among experts using Krippen-
dorff’s a (for nominal and ordinal input), on each user study question. Overall, the IRR scores vary
considerably across dependent variables. For nominal input, we observe a substantial agreement on
the frame selection modality, a=0.66, but only fair agreement on the video sentiment, &=0.33. On
the annotation of the dominant frame, we observed a moderate agreement of @=0.42. For the user
study questions evaluated on a scale, Krippendorff’s ¢ values are significantly lower when consid-
ering the input as nominal values. When using the ordinal scale as input, we see, however, moderate
(framing score, sentiment magnitude for all videos) to substantial agreement (video trustworthiness
and sentiment magnitude for videos in agreement).

We further analyzed the agreement on the dominant frame between every two expert annotators,
and we observed high IRR variability, from fair to substantial. While the two experts with a po-
litical science background tend to agree substantially, &t=0.62, the expert with a social sciences
background tends to only fairly agree with them, o=0.29 and «=0.34. When using the answers
of the expert with a social sciences background only when a tie-breaker is needed, we observe a
substantial agreement with Krippendorff’s &¢=0.65. In Section 6, we further reflect on the difficulty
of the annotation process and the causes of disagreement among experts.

5.2. Crowd performance

We gathered 758 judgments from a total of 303 crowd workers on the 58 videos in the Expert
dataset (see Section 3.2). Each crowd worker annotated around 2.5 videos (minimum 1, maximum
58), besides the gold videos. We post-filtered the judgments based on the two control questions
mentioned in Section 4.1 used as attention checks. In the data collected from FigureEight, we
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Sentiment Sentiment
M Dominant Framing SFlraI?e Sentiment Value Magnitude Trust
easure Frame  Score 1\2 ZC l‘f’“ Present ~ All  Agreed  All  Agreed 'S
odality Videos Videos Videos Videos
% Agreement 56.90 10.34 79.31 50.0 44.83 86.2 2931 5172 17.24
Krippendorff’s a (nominal) 0.42 0.19 0.66 0.33 0.34 0.84 0.26 0.51 0.24
Krippendorff’s ¢ (ordinal) - 0.51 - - - - 0.46 0.76 0.72

Table 3. Overview of expert annotators agreement on the dependent variables.

observed that multiple workers’ ids submitted judgments from the same IP address, close in time.’
Thus, we used a third post-filter based on multiple worker ids from the same IP address.

We aggregate the crowd’s answers using the majority vote approach, which showed the best results
compared to MACE (Hovy et al., 2013) and CrowdTruth (Dumitrache et al., 2018). While the
latter two consider the quality of the input and annotators, we hypothesize that the low number of
videos annotated per annotator may not be enough to compute reliable quality scores for them. We
compute precision (P), recall (R), and F1-score (F1) per framing type and the micro- and macro-
performance scores (typically used in multi-class classification) across framing types to see how
the crowd performs compared to experts. We analyze the performance of the crowd in terms of
identifying the dominant frame (DF-C & DF-E) and the framing score (FS-C & FS-E) of the videos,
which is transformed into a dominant frame (values 1-3 become thematic framing, value 4 becomes
balanced framing and values 5-7 become episodic framing, after computing the median score among
expert and crowd annotators for the framing score).

Table 4 reports these results, before and after filtering out the low-quality annotations. Filtering out
judgments based on the workers’ IP further improves the overall results, and thus, we only report
these. After filtering out these low-quality annotations, we always observed better performance of
the crowd. The best F1-score of the crowd (both micro and macro) is always higher than the experts’
IRR score, indicating that crowd annotators can perform just as well as experts on this difficult task.

Episodic framing seems to generate more disagreement than thematic framing. Upon empirical and
comparative analysis of our annotations (see Section 5.3), we observe that episodic videos are often
given balanced framing scores. Thus, in the crowd annotations, we merged the dominant frame
balanced with the frame episodic and computed the crowd performance against the experts (last
row in Table 4). This further improved the performance of the crowd: 0.62 F1-score for episodic
frame, 0.69 for thematic frame and a combined micro-F1 score of 0.66, which indicates that episodic
framing is often found in videos alongside thematic framing.

For the remaining of the analysis, we use the crowd annotations filtered based on the video title,
video type, and worker IP, and by merging the balanced and episodic frames. Thus, we have 605
annotations from 251 annotators.

7We understand that many annotators could solve the task from an open space, like a cafe, but we would
like to avoid the cases where the same annotator logs in with different ids.
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Micro Measures Macro Measures
P R F1 P R F1

Target Annotations Label P R F1

Episodic  0.50 0.33 0.40

Unfiltered . 0.53 0.53 0.3 035 035 034
DE-C & DF-E Thematic 0.56 0.71 0.63
Filtered Episodic 0.64 0.41 0.5
(type, title, ip) Thematic 0.63 0.81 0.70 0.62 062 062 042040 040
Episodic 042 0.69 0.52
Unfiltered Balanced 00 00 00 053 053 053 0.35 047 040
FS-C & FS-E Thematic 0.63 0.71 0.67

Episodic 0.52 0.81 0.75
Balanced 0.0 0.0 0.0 0.59 0.59 0.59 039 052 044
Thematic 0.65 0.75 0.7

Unfiliereq EPiSodic 057 0.59 058
DF-C & DF-E ere Thematic 0.63 0.61 0.62

(Balanced->Episodic) —pijoreq  Episodic  0.64 059 0.62
(type, title, ip) Thematic 0.67 0.71 0.69

Filtered
(type, title, ip)

0.60 0.60 0.60 0.60 0.60 0.60

0.66 0.66 0.66 0.65 0.65 0.65

Table 4. Performance of the crowd annotators (C) when compared to the expert annotators (E)
Jor the annotation of dominant frame (DF) and framing score (FS).

5.3. Framing analysis by experts and crowd

Following, we perform a systematic comparison between expert and crowd annotations by focusing
on framing analysis, video channel trustworthiness, frame selection modality, and video channel
and framing type sentiment.

Disagreement in framing annotation. In Figure 3a we plotted the dominant frame distribution per
channel, computed using majority vote on expert annotations. The dataset is fairly balanced: 31
thematic and 27 episodic videos. For each news channel, the coverage of episodic and thematic
framing is also fairly balanced. Interestingly, on thematic framing, all three experts agree 22/31
times (71%), while on episodic framing, all experts agree only 11/27 times (41%). In Figure 3b,
we show the dominant frame distribution per video channel for the crowd annotators. Compared to
experts, we see that all channels except for Al Jazeera contain more thematic videos than episodic
videos. We also compared the aggregated crowd framing types with each expert annotator, and we
observed that they are more often in agreement with the political sciences experts (60% and 65% of
the videos) than with the social sciences expert (55% of the videos).

Further, we assigned a second framing type to each video in expert data, based on the median
value of the framing score: thematic for scores in [1:3], balanced for a score of 4 and episodic for
scores in [5:7]. This resulted in the following distribution of videos: 28 thematic, 16 episodic and
14 balanced. Only 3 videos changed their framing type from thematic to balanced, but 11 videos
changed their framing type from episodic to balanced. This reinforces the idea that episodic framing
is more difficult to identify compared to thematic framing. Furthermore, in 6 (2 for thematic and 4
for episodic) out of these 14 changes, the expert annotators were in full agreement on the dominant
frame. This means that these videos are likely to represent both framing types, and the decision on
which framing type is dominant is highly subjective.
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(a) Expert annotations. (b) Crowd annotations.

Figure 3. Framing type distribution per channel and across crowd annotations. The bars
represent the number of videos annotated as thematic and episodic.

We notice that the framing scores of experts for episodic videos very rarely reach the maximum
value of 7, most of them being very close or equal to neutral (4). Thus, based on the framing scores
given by the expert annotators and the increased disagreement on episodic framing compared to
thematic framing, we conclude that thematic framing is more clearly exhibited in videos compared
to episodic framing. When analyzing the distribution of video framing scores for crowd annotators,
we observe a similar behaviour.

The majority of the crowd annotators evaluated only a few videos, namely less than three. We
observe, however, that there could be a learning curve. The percentage of videos annotated in
agreement with expert annotators is usually higher for crowd annotators that annotated, for example,
more or equal to six videos than less or equal to two videos, 0.60 versus 0.49 on average.

The channels BBC News and FRANCE 24 have very few videos. Thus, for the remainder of the
analysis, we exclude these two channels.

Video channel trustworthiness. In Figure 4a, we plotted the aggregated (median) trustworthiness
scores per channel given by experts. Overall, the channel RT seems to contain the most untrust-
worthy videos, compared to all the other channels, difference that is statistically significant c.f.
Kruskal-Wallis test (for all raters and their aggregated score, H(2) = 44.550, p < 0.05). Further,
we performed a Dunn post-hoc analysis with Holm-Bonferroni correction to determine which is
the channel with a different score distribution. Pairwise comparisons show that the pairs (RT, Al
Jazeera) and (RT, CNN News) have a statistically significant difference between the trustworthiness
scores, with p << 0.01. Thus, we conclude that trustworthiness scores significantly differ for the
RT channel compared to the other two channels.

Figure 4b depicts the aggregated trustworthiness score per channel given by crowd annotators. In-
terestingly, we observe that almost all videos have trustworthiness scores above the median (4),
with all channels being rated high. Thus, this means that crowd annotators do not perceive videos
or video channels with different levels of trustworthiness, as opposed to experts.

Correlation between framing type and frame selection modality. Among the three options—words,



P. Mavridis et al. / Human Computation (2024) 11:1 17

~

{H

~

]

1 ==

w [
w v

Video Trustworthiness
N »

Video Trustworthiness
B

N

-
-

AIJaieera CNN RT Aljaéeera CNN RT

(a) Expert annotations. (b) Crowd annotations.

Figure 4. Distribution of video channel trustworthiness

-
N
-
N
—
N

12 -

B Negative I Negative

4&’ 10 10 + 10 10
S B Neutral / None g B Neutral / None
o 8- 8- = Positive o 8- 8- W Positive
LO) 6 - 6 - L; 6 - 6 -
_g 4- 4- g 4- 4-
S 2- 2- I S 2 2-
0- 0- 0- g g 0 0-
e(a C\Qﬁ \ﬂ e(a Cgﬂ \ﬂ et « o CN“ \ﬂ
p 3% p e N p«\\ale
Thematic Videos Episodic Videos Thematic Videos Episodic Videos
(a) Expert annotations. (b) Crowd annotations

Figure 5. Distribution of video sentiment score per type of framing and across video channels.

images, and images and words—experts only picked words (14/53 times) and images and words
(39/53 times). Images alone are not informative enough to decide on the framing type. Although
images and words are more often picked for both framing types, they seem more informative to
identify episodic framing, 22/39 cases, while words seem more informative to identify thematic
framing, 11/14 cases. Using a Chi-square test with Yates correction, we indeed found a correlation
between the type of framing and the framing selection modality (y2(2) = 3.75, p < 0.05), but we
can not conclude that the correlation is strong. For the crowd annotations, however, we found no
correlation between the framing type and the frame selection modality (y?(2) = 0.924, p > 0.05).

Sentiment distribution across frames and channels. In Figure 5a we plotted the distribution of
sentiment per framing type and per channel for experts. The majority of the thematic videos show
no sentiment, while fewer are negative. Episodic videos tend to cover the entire range of sentiments,
with more than half of the videos being negative, followed by neutral and a few positive. For
thematic videos, we see that only Al Jazeera and CNN channels contain more neutral videos than
negative. The opposite trend is observed for the channel RT. Conversely, when looking at episodic
videos, all channels seem to have more negative videos than neutral.

Figure 5b depicts the crowd sentiment distribution for each framing type and channel. Similarly to
experts, most videos are depicted as negative or neutral. The Al Jazeera channel is the only channel
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Labels RR NB RF SVM NN MC

Experts 0.615 0.692 0.763 0.615 0.525 0.534
Crowd 0.542 0.458 0.612 0.667 0.547 0.549
Combined 0.478 0.565 0.539 0.739 0.523 0.531

Table 5. Mean accuracy over 100 runs for expert, crowd, and combined label configurations.
Reported are the performance with ridge regression (RR), naive Bayes (NB), random forest
(RF), support vector machines (SVM), and neural networks (NN). MC reports the accuracy of a
majority-class classifier.

containing positive videos (both episodic and thematic). Compared to experts, we see, however,
some differences: crowd annotators consider most RT videos as neutral; for the Al Jazeera channel,
the distribution of negative and neutral videos per framing type is inverted: thematic videos are
more often perceived as negative, while episodic videos are more often perceived as neutral.

5.4. Machine Learning

Table 5 reports the mean test accuracy over K = 100 runs for all classification models for all three
label configurations. Table 6 lists the statistical significance between the results of the best per-
forming model and that of all others for all three label configurations, whereas Table 7 reports the
statistical significance between the crowd and combined label configurations for all models. We
omit the results on the expert labels in this latter table since they only cover a subset of the crowd
and combined labels. Furthermore, we aim to investigate whether combining expert and crowd
labels performs better than using crowd labels alone.

We obtained these results by training a Doc2Vec model for 300 epoch on a corpus of 10,493 labeled
and unlabeled documents, learning vector representations of size 25. The 120 vectors for which we
have annotations were extracted from this set and used as input for all experiments. For random
forest, we varied the number of estimators from 100 to 2,000 with a 100 step increment and found
1,000 estimators to give the best overall results. Likewise for neural networks, which performed
best with two hidden layers of 12 and 6 nodes, respectively, and ReLLU activation functions. This
network was trained using Adam with an initial learning rate of 0.01 and with the cross-entropy loss
as criterion until no further significant reduction in loss was encountered. For regularization, the
network used a dropout rate of 0.05, an L2-norm of 0.01, and a batch normalization layer before
each ReLU call. For the remaining three models, we used the same hyperparameters as those of
their original literature (see Section 4.2.1). We repeated all experiments 100 times. We used the
average accuracy as the final result, with a confidence level of 0.05.

Overall, our results show that there is no single best classifier that performs well irrespective of
which label configuration is being used: with expert labels, the random forest classifier takes the
first spot with an accuracy of 0.763, whereas for the crowd and combined label configurations it is
the polynomial SVM, with an accuracy of 0.667 and 0.739, respectively. This might happen because
the expert label set has fewer samples, making it difficult to train an SVM. Nevertheless, each of
these outperforms the majority-class baseline, which, for all three label configurations, divides the
classes in a roughly even split (expert: 0.534, crowd: 0.549, combined: 0.531).
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Model p-value

RR 0.272
Labels Model RR NB RF SVM NN NB 0.128

RF 0.605
Experts RF 0.732  0.739 - 0.705 0.856 SVM 0.025
Crowd SVM  0.174 0.093 0.578 - 0414 NN 0793

Combined SVM  0.029 0.038 0.001 - 0.071

Table 7. Statistical significance
between the predictions obtained
using the crowd labels and the
combined expert and crowd labels.
Reported are the p-values for ridge
regression (RR), naive Bayes (NB),
random forest (RF), support vector
machines (SVM), and neural
networks (NN).

Table 6. Statistical significance between the best
performing model and all others for expert, crowd,
and combined label configurations. Reported are the
p-values for ridge regression (RR), naive Bayes
(NB), random forest (RF), support vector machines
(SVM), and neural networks (NN).

The random forest classifier achieves the highest accuracy overall, 0.763, but does not perform
well on either the crowd labels (0.612) or the combined label configuration (0.539). Possibly, this
effect might be the difference in disagreement between the label sets: during training, random forest
creates decision nodes to assign seen samples to classes, which is more difficult as the variance in
underlying distribution increases, requiring more splits. This is an even greater problem for the
combined label configuration, which combines the expert and crowd distributions. We see a similar
effect for ridge regression. No obvious effect can be observed for the Naive Bayes classifier, which
varies greatly per label set, obtaining an accuracy lower than the baseline (0.458), and the neural
network, which gives an overall poor performance, similarly to the baseline.

Within the different label sets, only the performance of the SVM in the combined label configuration
is statistically significant when compared to all other classifiers (Tab. 6), except for the neural
network. This suggests that, save for neural networks, SVMs are indeed the better classifiers on
our dataset for this label configuration. In contrast, the differences in performance between the
top classifier and all other models, for the expert and crowd label configurations, were not found
significant. However, this is expected since the relatively low number of samples in the expert label
set lacks the statistical power needed for precise evaluation.

Statistical tests on the performances of the same classifier between the crowd and combined label
sets (Tab. 7) indicate that only the difference in accuracy with the SVMs is significant (p = 0.025).
Thus, the underlying distribution of the predictions is significantly different between the two label
sets.

6. DISCUSSION

In light of our research question “To what extent can crowdsourcing and machine learning effec-
tively be employed to identify thematic and episodic framing in video news?”, we first discuss the
results of the framing annotation studies and classification experiments, and then we provide the
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implications and limitations of our approach.

6.1. Framing annotation by experts and crowd

Framing annotation for political crisis generates more disagreement than in other domains. Experts
tend to have only moderate to substantial agreement (see Section 5.1) when annotating frames.
Such values are on-par with existing research on annotating news articles in the political domain
(Burscher et al., 2014), which shows Krippendorff’s ¢ values between 0.21 and 0.58. In the med-
ical domain (Kang et al., 2017), however, the annotation of thematic and episodic framing shows
an almost perfect agreement. We hypothesize that the medical topic in (Kang et al., 2017) is less
challenging because many videos analyzed depict personal stories of people dealing with ADHD,
making it easier to identify episodic frames. Our and Burscher et al. (2014) analyses could indi-
cate that political news generates more disagreement even among experts. Existing research on the
framing of international conflicts, in particular the Ukraine crisis, supports this: there are substan-
tial differences in the interpretation of the crisis both between parties involved (Makhortykh and
Sydorova, 2017) and the academic communities (Makhortykh and Bastian, 2020).

To the best of our knowledge, no crowdsourcing study looked at episodic and thematic framing, so a
systematic comparison can not be performed. In the area of evaluating information veracity, such as
credibility assessment (Bhuiyan et al., 2020) or bias (Lim et al., 2020), it is, however, common for
crowd annotators to exhibit high disagreement. Finally, we hypothesize that the lack of background
knowledge of crowd annotators on the Crimea Crisis could influence their perception regarding
the dominant frame of the videos—they internalized the effect of the problems discussed either as
having a large or restricted impact.

Episodic framing generates more disagreement among both experts and crowds than thematic fram-
ing. Our analysis showed that thematic videos are assigned framing scores with an average of 2,
while episodic videos are assigned framing scores very close to the neutral value, namely 4.8. This
could be a problem inherent to our case study and online news videos. The Crimea Crisis case study
could potentially touch on various issues or events, but their impact on individuals or society is not
easily understood. Moreover, many videos in our dataset contain interviews and analysis pieces,
which might be more challenging to quantify in terms of framing.

So far, we found that social and political science scholars disagree with each other when annotating
episodic and thematic framing, and the crowd agrees more with political science scholars. These
observations are on-par with existing credibility assessment research (Bhuiyan et al., 2020). Al-
though all three experts specialize in area studies in the region of Eastern Europe, the disagreement
among them is substantial. Thus, there could be disciplinary differences in treating the concept of
framing and using it for analytical purposes. Furthermore, the social science expert comes from
Ukraine, whereas the two political experts do not. In the case of political crises, having an expert
from the country where the crisis takes place can have an ambiguous effect. It can bring additional
domain knowledge but also can make the judgments more biased or subjected to self-censorship.

Expert and crowd annotators disagree on channel and video characteristics, but they agree more
on the videos’ sentiment. Experts differentiate the video channels based on their trustworthiness
and tend to characterize the reporting style of the video, e.g., “objective”, “biased”, “propaganda”.
The crowd, however, tends to evaluate all channels and videos as highly trustworthy, which is a
fundamental problem of news videos made for propaganda purposes. We hypothesize that the crowd
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might not know about the Crimea Crisis and have little to no understanding of all actors involved
and how the topic is depicted across news outlets.

Expert and crowd annotators are less likely to use visual news video aspects to decide on the framing
type. This, however, could be a property of the dataset, as in news broadcasts there are usually one
or multiple anchors in a studio without showing footage.

Crowd annotators found the task and instructions clear and easy to follow, in a proportion of 36%
(cf question 12 in Table 2). However, a larger proportion (42%), considered the additional references
and examples provided in the instructions necessary, to better understand the task.

6.2. Machine Learning

Our classification experiment suggests that the problem of identifying framing type is not only chal-
lenging for humans but also for machine learning. This, however, is expected, as the uncertainty of
human annotators is embedded in the labels that we use to train our models with. These annotations
also contain a considerable disagreement, which translates to a lower signal-to-noise ratio and a
higher variance in the underlying distribution, making it more challenging to fit a model to. Despite
these challenges, however, the polynomial SVM managed to achieve a statistically significant per-
formance compared to the others. This might be the result of the polynomial kernel, which has a
certain robustness to noise and outliers (Hoak, 2010).

Many tested classifiers might underperform due to the relatively low number of labelled samples in
our dataset. This, in combination with the already complex learning problem of classifying natural
language, may have provided an insufficiently strong signal to learn over. This effect may have
been more profound for models with a relatively large number of learnable parameters, such as
neural networks (Foody et al., 1995), which performed poorly irrespective of label set. However,
the experiments on the expert label set are likely affected the most because of their size. Another
possible reason might be found in the lack of agreement between the annotations provided by the
experts and crowd, which leads to a different distribution of lower-quality crowd labels compared
with the higher-quality expert labels. Thus, the model is required to learn a more complex function.

Preliminary experiments indicated that for our learning problem, shallow models outperform deep
language models such as temporal CNNs, LSTMs, and transformers, despite this latter group of
models being very popular for language classification. We hypothesize this is due to the relatively
low number of samples in our dataset, which is insufficient to effectively train the large number
of parameters of a deep model, especially given the difficulty of the task and the relatively low
signal-to-noise ratio.

The reasons for which we abstain from using the videos as input for our machine learning pipeline
are both empirical and practical: (/) our analysis showed that experts annotators never rely on
images alone to decide on the framing type, (2) images and words are similarly used for both
thematic and episodic framing, with little discrimination among the two, and finally, (3) the low
number of sample videos in our experiments. Concretely, including the videos themselves would
have required us to incorporate a video summarization component into our model that learns which
frames are most relevant to convey framing type (Fajtl et al., 2018), e.g., by using CNNs. However,
since our classifiers have no prior knowledge of how to identify framing type, all error correction
will have to come from the labels. In our case, the number of samples is insufficient for this purpose,
given the relatively large number of parameters of a CNN or similar video summarization model.
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6.3. Implications

The results of our annotation studies for identifying episodic and thematic framing in online news
videos have several implications for improving the annotation process, but also for raising awareness
about the societal impact of these types of framing.

Video framing annotation should be performed at more granular levels. Existing literature on fram-
ing analysis and annotation focuses primarily on textual sources (Burscher et al., 2014),(Cremisini
et al., 2019), and also on smaller granularity such as news headlines (Guo et al., 2021) or sentences
(Opperhuizen and Schouten, 2020). Thus, given the high probability that news videos would con-
tain both mentions of episodic and thematic framing, we argue that the identification of framing
type in videos should be performed at more granular levels, such as video fragments. Furthermore,
the annotation should focus more on understanding which particular aspects of the video are framed
as thematic or episodic, instead of attaching a dominant frame to the entire video.

We need solutions for raising awareness on the content that people consume online. Previous re-
search (Gross, 2008) showed that episodic frames are more prone to evoke emotional responses
and thus influence more the opinion of the public. Conversely, thematic frames are more prone
to decrease the emotional involvement of the public. In addition, news outlets make use of such
framing effects to communicate their messages. Thus, the manner in which such messages are
communicated further impacts the news consumers. Research is extensively focusing on helping or
making people reflect on the credibility and veracity of the news they read (Kirchner and Reuter,
2020; Bhuiyan et al., 2018). However, such solutions have not focused yet on more subtle ways
of framing political and societal issues, such as episodic and thematic framing. The fidelity with
which crowd annotators rated all videos highly trustworthy is another argument supporting such
tools, since framing aspects can have an even higher societal and individual impact.

As seen in recent literature Burscher et al. (2014), frame detection is difficult. We also showed
that thematic and episodic framing annotation is difficult. Nevertheless, so is the annotation and
detection of emotions or bias. This does not preclude the different kinds of frames influencing the
viewer and their perception of how trustworthy the news is. Thus, working on detection and an-
notation is important to provide viewers with more tools to decipher what media aim to do. In our
study, we provide preliminary means to study and capture news media bias and, more precisely,
episodic and thematic framing. Accurately capturing the framing and its perception by the viewers
constitutes the first step that could ultimately allow citizens, news consumers, to detect misrepre-
sentations in the news videos they watch. Furthermore, our results and analyses can be used along
methods that aim to measure and improve, for instance, the degree of (viewpoint) diversity in news
recommendations (Mulder et al., 2021; Heitz et al., 2022) or search results (Draws et al., 2022).

6.4. Limitations
We identified several limitations of our study: (/) number of samples, (2) expert annotation proce-
dure, (3) crowd annotators profiling, (4) study interface, and (5) case study generalizability.

Number of samples. We have limited the number of samples to 120 videos, 58 of which were
annotated by both crowd workers and experts. These numbers are large enough to reliably perform
statistical comparisons, but barely sufficient to train a classifier without endangering the external
validity. The low number of samples prevented us from using deep language models (Barbedo,
2018), which, in recent years, have shown better performance on multiple language tasks compared
to shallow models (Sundermeyer et al., 2012; Irie et al., 2019). Similarly for the absence of video
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features in our classifier, which are commonly based on CNNs or other deep architectures and
therefore require a much higher number of samples to be effective.

Expert annotation procedure. The experts annotated all videos independently. Due to time con-
straints, we could not organize sessions for experts to discuss the videos on which they disagree.
As shown in literature (Moretti et al., 2011), this can improve the IRR. Disagreement among our
experts, however, was an important indicator of the task’s difficulty.

Crowd annotators profiling. We neither accounted for annotators’ potential biases nor measured
or collected the impact of annotators’ location, gender, knowledge, or stance regarding the Crimea
Crisis. However, we acknowledge that crowd annotators from affected areas or with various degrees
of prior knowledge could perceive episodic and thematic frames differently. Similarly, we did not
test for the ability of the crowd annotators to differentiate between episodic and thematic framing.

User study interface. The crowd annotators watched the videos on an external page, but in com-
ments, they suggested integrating the video into the actual task.

Case study generalizability. The Crimea Crisis is a rather distinct case study, characterized by
intense use of opposing frames by major geopolitical powers (i.e., the West and Russia). Thus, the
methodological approach proposed in the current research might seem to be harder to generalize.
However, the geopolitical aspect of episodic and thematic framing is also common for many other
news topics, such as, COVID-19 pandemic or US 2020 presidential elections. Furthermore, episodic
and thematic framing are general frames that appear across issues, time, and space.

7. CONCLUSION AND FUTURE WORK

In this paper, we proposed an annotation study to identify episodic and thematic framing in news
videos about the Crimea Crisis. We employed social and political science expert annotators to
help us understand how episodic and thematic framing are depicted in videos and which video
characteristics (i.e., sentiment, trustworthiness) can help identify the dominant framing type. We
then use expert insights to conduct an annotation task on the same topic with crowd annotators. We
found that, for both expert and crowd annotators, identifying thematic and episodic framing is a
difficult task, highly prone to disagreement. In general, the crowd performs similarly to the expert
annotators when identifying frames. However, crowd annotators can not capture particular aspects
of the video that could help characterize the type of frame.

To investigate whether machine learning can scale up the framing annotation process, we trained
various classifiers to distinguish between episodic and thematic framing based on audio transcrip-
tions and video metadata. We used expert and crowd annotations as target labels in several con-
figurations. Our results showed that, by combining expert and crowd annotations, and using these
in combination with a polynomial SVM, we significantly improved the classification performance
over using just the crowd labels. While the accuracy of this approach still fell short of a perfect
score, this outcome nevertheless shows that supervised classification can scale up the number of
annotations.

In future work, we plan to further experiment with crowdsourcing tasks for annotating frames in
videos, i.e., to improve the user interface, simplify the annotation task, and better guide the anno-
tators and help them understand the difference between episodic and thematic framing. A larger
labeled dataset would also allow us to experiment with deep language models such as LSTMs and
transformers. Including video features as input to the model might also help improve classification
performance, e.g., by using CNNs to summarize raw video data. These predictions could also help
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(online) media platforms to automatically tag (video) content to create awareness of framing strate-
gies, recommend same topics items with different interpretations, or help identify stories promoting
highly biased interpretations. Finally, we plan to study the effect of annotators’ location and prior
knowledge concerning the Crimea Crisis in annotating and perceiving frames in videos.
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